
Simple Linear Regression
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Measures spread of data verticallyly's OR horizontally x's
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line Tss but now with predictors as 11isYj i
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Correlation of Covariance Standardized covariance
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Interceptbo

an t p rho coeffinentof correlation

Mesures the relationship btw variables
variables must be correlated to use one to predict the other

Ho p O no correlationbetweenrandy

Hap O some

Ho for bivariate correlation ya
Hapco negative

correlation Hypothesis t test

ft.nj.ggh r sample's corr



Zesidual e
the error in our prediction
what we cannot explain
Actual predicted sÉÉ

ofbest fit JenEfi 0
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R Squared R

measures how well a Regression model fits data
Proportion of variance our regression model CAN explain
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AdjustedR2
adjusts for the of predictors in model
Increaseswhen a new term improves the modelby a statSig amount

more reliable measure of goodnessof fit in MLR
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Measures effectsize for ANOVA andMCR

effect site the practical contextual significance of findings
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Exploratory Data Analysis EDA
1 Examine Histogram t Scatterplots

2 Check for Outliers influential Point leverage Points
3 Check Normality Using QQPlot or expected percentiles in normalmodel

us
actual percentiles

4 Check homogenicity using plot of Residuals ur X and Residuals us I

Statistical us

was se Dec tests IN
Se always Dec as N Inc

Large N's can make deceptive
pvalve contusions

Pvalue could be low but
if 12 is low then conclusion Is
Statistically Sig butnot Practically Sig
Power and Effect Site



X Transformations Binomial Predictors

ChiSquare X

criteria ifeng.rs Iariables
qualitative data

i

i

tests howwelltheobserveddata matches our expectations
If actual observations differ enough from expected observations

then observations are less likely to have happenedby chance

If X CriticalValue REJECT Ho

Test for Independence
tests if two categoricalvariables are independent of one another

If Pvalue L d REJECT Ho

Test for Homogenous Residuals homoscedasticity
an assumption for Regression t ANOVA

varianceof residuals shouldn't Inc withfittedvalvesoroutcomevariable

BreushPaganTest CookWeisburg scoretest non
constantvar

Ho constant variance Ha nonconstant variance

fyz.GRtail



Plotshows a pattern
exists sowe suspect
Interested hittests

Transformations

functions applied to sheweddata to make normal symmetric

Tukey ladder of Powers
If Leftnegskewmoveup
ladder to achievesymmetry

If RightPosskewmovedown
ladder to achievesymmetry

log typically works best

Variance Stabalization

an assumption
must avoid funnel shape in plot Residuals us Fitted values

Standardize
Ivan Root transformation

transforming vars s.t Megyn g translation
Dilation

Onlyfor numeric or ordinalUavs
when numeric wars are on different scales ranges
allows usto compare coeffs cannot compare nonstandardized
refersto howmany sd's a dep var will change per 1 Sd Incor

Ind bar ex y 21 t 34 for I sdme in x yine onavgbyasd
Answers Q which predictor hasthe highest influence on response X
Divide anything by its Standard Error it becomes standardised



One Way ANOVA
Two Sample testormean

tests equality of means btw two Independent Populations

ex salary btw men women ceteras perabus

1e
Sum of Squares BetweenSSB

Part we CAN explain
Difference between the Mean of two groups

means

IÉ ng
Jor globalmean

Sum of Squares within SSW
Part we CANNOTexplain
Difference between individual observations within each group

n

d

mean Ss mggw.gg

meangroup

IsstessBtssal

ly gath gaTatne
n 22

140 30 45 20 3012.22 6700

n yp
30To SSW Yi 40 t ya 20 3200

SST 6700 3200 9900



F statistic

Items F 8188 2.09

F 2 iff j 2 If j 2 then use MANOVA

Homoscedasticity

equality of variance betweengroups
assumption for ANOVA t Regression

leven's testBartlett'stest Boxplots

PostHOC
test all possible combinations of outcome variable levels
only needed it levels 2

TukeyHSD Bonferroni tests PlotofMeans

ComparingTwo Sample meanSLR OnewayANOVA

1Allshould leadto same conclusion
2 Difference of twomeans slope
3 Control base group intercept

4SSbetween analogous to SSpegression

5SSwithin analogous to SSpesidual

6 F t iff predictor has 2levels
7 Ftestof 12 analogousto F testof ANOVA



Multiple Linear Regression

YBo B X t Bak t t Burn

Multicolinearity
when twot independent variables are highly correlated with eachother
undermines the Stat significance of an indep Variable

Variance Inflation Factor VIF
predictorontheremainingpredictorsmeasures multicalinearity

11gggjjggyIy1
a when s the

If Ulf 5 I Multicolinearity

Zesolutions

1 Choose one var and ignorethe other
2 Combine vars linear Combination

PCA
Factor Analysis

3 Regularize Coefficients LASSO or RIDGE

Interactions

when the effect of one predictor Depends on another Predictor
Additive Non Additive

YBotBix Bax t E y Bo BX Bax B XX E



Twoway ANOVA is best when interested in Interactions

Disordinal lack parratelism Ordinal highly parallel lives

Significant Interaction Insignificant Interaction

InteractionPlot



Model Optimization
Leverage Points InfluencialPoints Outliers

ObservationXi far outside the global neighborhood of predictor values I

flstudentizedResidualslfkinsfiHighIntivenceloatf

cook.FI1leurayeAnDoatnerI
seatmates infidelity each obs on fitted response vats

I t



Variable Selection 2h possible combinations to select from

Forward Start with most sig predictor iteratively add
predictor that creates highest R'change lowest Poat

Backward start with all predictors t iteratively remove predictor with
largest Pval

Stepwise combo of Forward Backward
Enter All predictors are included regardless of Sig theory expert experience

Blockwise LASSO RIDGE

Overfitting Resolutions

Akaike Information Criterion All

desire small All

FK.LI 1gggy
asrsstaic

Dilemma gently
so ifeng.ge

k.solutionAllcorretedAlltY I
Bayes Information Criterion BIC
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penalty



Selection Procedure

Consider data with P Predictors
1 Find best model for each individual Predictor
2 Compare R'adj for all models of different complexity k 12,3 17

3 Pick the k combination with Min R'ad and choose P 1
Model bc it'sjust as accurate t much less complex than D

Model Selection

Predictor Outcome model notes
testsslopeinasmararelationshipNum Num SLR Testof Slope suzieaskedforprediction

cat num onewayANOVA MLR SLR imikiioriintat.itiiisnumtcatnammultivariate Reg
cat

cat cat hit Chi square
TwowayANOVA MLR

cat num Num MLR





Logistic
used to classify outcome Response is hum prob of classification

data is fit to linear Reg model then squeezed into sigmoid function
to classify

glm y family binomial f x fey

Binary outcome with 2 levels yesno

t.es i
college HS

OddsRatio

P Hs 844 PCHS
1.35

P college 64 P college

log odds IsilogtiId
Bi log log

Interpretation should exponentiate coefficients to interpret exp coedmodel

951 Confidence Interval

Plotof odds library SjPlot
Plot model M1

All 1 so all the Admissions
GRE doesnt have a clear conf int
bc it has a wide range



Accuracy

Null Deviance Residual of Interceptonly model

ResidualDeviance Residualof model with all predictors

anti i
So we use confusion matrix to calculate
Log Reg model accuracy

Confusionmatrix
a table that describes the performance of a classification model

pmpretitinitewaatal

table p y

AccuracyRate TP TN overallhow accurate is our model
Total Gives Predictive Power

Misclassification error Rate 1 AccuracyRate
FP FN
Total

overall how inaccurate is our model

TP SensitivityRate
TD

ActualYes

when its ActuallyYes how accurate is the prediction

FPRate Actual
no

when its ActuallyNo how inaccurate is the prediction



Specificity 1 FPRate
Actual

no

when its ActuallyNo how accurate is the prediction

Precision TP
PredictedYes

when it Predicts Yes how accurate is the prediction

Prevalence ActualYes
Total

How often does the Yes condition occur in thesample
ROC curves

Recieur Operating Characteristic Curies

Shows model's performance at all classification thresholds

Determines the best cutoff for classifying 0 1 Success Failure

Accuracy is measured by the Area under the curve Aucent at
0.80.9 Good

0.60.7 POOR

0.50.6 Fall

libraryRock
spearing pithos colorize

performance pred Epr Ipr

Procedure Summary 1 Create Predictions

2 histogram of predictions hist pred
3 mode is a good starting threshold
4 Contusion matrix table actualy pred 0.1
5 Calculate Accuracy
useRoc to determine best threshold



multivariate
multiple numerical outcomes
It predictors are different types
It correlations are high btw outcomes If low we coulddo MLR
multiple times

MI t lm bind Uart vara vars wart data
correlation table

ScatterplotMatrix barituarz vars uart data

MANOVA Anovamil where Mt is multivariate model

to examine the effectof categorical predictors their combined
effecton multiple numerical variables that have colinearity
can't handle catsvium predictors multivariate reg can

Univariate Anova one categorical predictor w 2t levels
with many bum

factorial ANOVA 2 factors

y E cbind yl yay3
Mit Manova yr xix x2 data
Summary ml test Pillai
summaryaoulmi

Interaction Effect Plot
library cart
libraryleftists
plot alleffectsmil ask Fl



Ordinal Regression
Suitable if outcome is Ranked

Assumes distances btw ANY two values are equal diff 1,5 diff1,4

LinterScale Strongly Agree Strongly Disagree

librarymass
Mit policy exit x2
summary mi
Coer t coer summarymill
PValle Ephorm abs coef t value lovertail F 2





Distributions

Z stat

t stat

stat

x stat


